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1 Extended Abstract

Large Language Models (LLMs) are ubiquitous
today and several of the commercially viable mod-
els use a conversational interface (e.g., ChatGPT)
for interacting with the user (Kalla et al., 2023).
User-facing language models are now expected to
be multifunctional—fluent, relevant, informative,
and emotionally aware—blurring the lines between
previously independent tasks with distinct datasets,
architectures, and evaluations, as these multifunc-
tional capabilities are increasingly treated like tra-
ditional tasks as models become more advanced
(Fomicheva et al., 2021; Ni et al., 2023).

Empathetic response generation has become one
such task for LLMs. Empathy is a desirable trait for
its supposed functions in increasing comfort, user-
agent bonding, improving user trust, and building
understanding of emotional intents in conversations
(Chen et al., 2023), among other hypothesized ben-
efits. Rather than a mechanism that could underly
or a variable that may affect the primary outcome,
however, empathy is often thought to be the target
outcome, driving attempts to measure it in language
to evaluate generated empathy. Our work argues
that the ambiguity of defining empathy makes it
challenging to pin down, and suggests that under-
standing empathy should involve a context-specific
analysis of the domain, role, and situation in which
an agent interacts with the user.

The study of empathy broadly examines indi-
viduals’ behaviours and cognition patterns dur-
ing interactions in a given context (Clark et al.,
2018). However, the variability in the contexts can
make it a nebulous concept to operationalize (Cuff
et al., 2016). This is emphasized in NLP in two
ways. First, any interpretation of “behaviours” and
“cognitive patterns” has to be constrained within
the modality of the task at hand while also align-
ing with the annotation guidelines/schema, dataset,
model architecture, evaluation framework and aux-
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iliary tasks (Lahnala et al., 2022). Second, any
adopted schema or definitions might only be con-
textually applicable and therefore would not be
comparable when switching domains (e.g. from
mental health to customer service) or generaliz-
ing (e.g. from mental health to the open domain)
(Cuadra et al., 2024).

These contextual differences are emphasized in
a conversational interface where, metaphysically,
how do we tell if a conversational agent is em-
pathetic? For LLMs, any model’s inherent capa-
bility to be a fluent generator of a language can
not be wholly evaluated, only each production can
be rated on a constrained scale in the context of
that production, analogous to the idea of commu-
nicative competence (Hymes, 1992). Studying the
constraints and expressive functions of conversa-
tional interfaces can create a clearer framework for
evaluating emotional intelligence, common-sense
reasoning, and intent understanding by aligning
observable properties with specific expectations.

Traditional considerations about information pri-
vacy and user safety have also become more press-
ing. Concerns about data privacy and security often
revolve around the LLM capturing, processing, and
storing sensitive user data as training material (Li
et al., 2024). These threats are now compounded
by the model’s ability to pass the Turing test, be
persuasively human, and perform social engineer-
ing with little oversight (Ai et al., 2024). Now, data
security is a threat even for those not interacting
with the LLM even by virtue of its presence on the
internet. Such a threat is pervasive and its scale is
unprecedented.

Lastly, there is the question of why. Why should
we require agents to mimic human empathy when
no universally accepted definition of empathetic
behavior exists? Emotions manifest differently in
language for myriad reasons, cultural, social, con-
textual, and personal, and there is no global aver-
age baseline degree of empathy that is exhibited or



posited through language. In fact, there are several
reasons not to imbue agents with empathy, whether
for the culturally ill-informed assumption that there
exists a gold standard of empathetic interaction or
the possibly ethically dubious (or downright nefari-
ous) applications of an empathetic, persuasive, and
unconscious computational conversant (e.g. scam-
ming the technologically unaccustomed (Distler
et al., 2023), reaffirming discriminatory ideologies,
and purporting human-like companionship). Over-
all, we call for further research into operationaliz-
able studies of empathy before rushing headlong
into humanising LLMs.
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